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Abstract— Reducing the file size of a JPEG image to meet this to be a major shortcoming, because the best strategy
bandwidth or terminal constraints is a common transcoding for maximizing the user experience may well be to scale

operation. The reduction can be achieved by reducing either the  yown the picture and compress it with a higher QF, rather

quality factor (QF) or the resolution, or both. In this paper, we . Lo
analyze the impact of QF and scaling parameter choices on the than simply re-compressing it with a lower QF.

quality of the resulting images, as measured by a quality metric
such as the Structural SIMilarity index (SSIM). We propose a In previous work, we have presented methods to estimate
?rgﬁgtgc;g\ggri?ngagicv?/g?r? 8¥5§£ "S"(';‘éflfr“ C%?gigg{ggg%qgﬂi}y O|'IS the compressed file size of a JPEG image subject to scaling
goal is to seIec?QF and scaling paramgters that maxgmizeythe and QF chang_es [6]. We note that severa_l Comb_lnatl_ons
User experience under a given viewing condition, as measured Of QF and scaling lead to the same approximate file size,
by the chosen quality metric. raising the question of which combination would maximize
user experience, estimated by an objective quality metric.
. INTRODUCTION
HE heterogeneous nature of mobile terminals !N this paper, we investigate combining QF and scgllng
and multimedia applications renders transcodin§@rameters in JPEG transcoding to meet the terminal's
inevitable [1]. Multimedia Messaging Services (MMS), esolution and file size constraints, while at the same time
for example, require server-side adaptation to ensufBaximizing quality.
interoperability between terminals [2]. The most frequent
image-related interoperability issues do not involve imag Il. THE TRANSCODING PROBLEM STATEMENT
formats, as the majority of the traffic involves JPEG and
GIF images, but rather a resolution or file size exceeding We now formally define the JPEG image transcoding
the capabilities of the receiving terminal. For instandes t problem, as well as the notation used in this paper. Let
limited memory of some mobile phones requires images tee a JPEG compressed image a@d (1), S(I), W(I),
be under a certain size or resolution in order to be receivethd (1) its quality factor, compressed file size, width, and
and displayed. height respectively. Note that we will assume that the QF
complies with the definition put forward by the Independent
Changing an image’s resolution, @caling to meet JPEG Group [7]. For a terminal or devicB, let S(D),
a terminal’s capabilities is a problem with well-knownW(D), andH (D) be its maximum permissible compressed
solutions. However, optimizing image quality againsfile size, image width, and image height respectivety(D)
file size constraints remains a challenge, as there are ABd7 (D) are usually larger than the device’s screen size).
well-established relationships between the quality facto
(QF), perceived quality, and the compressed file size.Let 0 <z<1 be an aspect-preserving scaling, or
Using scaling as an additional means of achieving file sizzoom factor. A JPEG transcoding operation, denoted
reduction, rather than merely resolution adaptation, maké (I, QFo., z), is the function that returns the compressed
the problem all the more challenging. image resulting from the application of both the new quality
factor QF,,; and the scaling parameterto the JPEG image
Several studies have investigated the problem of file sizeé A JPEG transcoding operatidh(/, QFo.., z) is defined
(or bit rate) reduction for visual content [3]-[5]. Theirsidts ~ asfeasibleon deviceD if, for parameters/, QF,.;, andz,
show that reduction can be achieved through adaptation we meet the following constraints:
the quantization parameters, rather than through scdtiog.
most studies, this makes sense, since they were carried out

in the context of low bit rate video, where resolution is ofte S(T(1,QFut,2)) < S(D)
limited to a number of predefined formats. However, even in 2 W(I) < W(D)
the context of still-picture coding, scaling as an adaptati = H(I) < H(D)

strategy is not considered. For instance, Ridge [4], who

provides excellent methods for scaling and then reducing e define the following set of feasible JPEG transcoding
the file size of JPEG images, does not consider eStimat"E)%erations for the imagé:

scaling and quality reduction in combination. We believe
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Scaling, z

criterion Q. These are given by: 10%] 20%] 30%] 40% 50% 60%| 70% 80% 90%| 100%
(QF},(I,D),z*(1,D)) = 0.03| 0,05 0.07 009 0.12| 0.15 0.19] 0.22| 0.26 0.32
0.04| 0.05 0.08 0.11| 0.15 0.19| 0.24| 0.29| 0.34 0.41
argmax  Q(1,T(I,QF,u,2)) 0.04) 0.06| 0.09| 0.13 0.17| 0.22| 0.28 0.34 0.40/ 0.50
(QFous,2) € F(I,D) 0.04| 0.06 0.10| 0.14 0.19| 0.25 0.32| 0.39| 0.46 0.54
(1) 0.04| 0.07| 0.11| 0.16| 0.22| 0.28 0.36| 0.44| 0.53| 0.71
0.04| 0.08| 0.13| 0.18| 0.25 0.33 0.42| 0.52| 0.63| 0.85
. . . . .. . 0.05 0.09| 0.15 0.22| 0.31] 0.41 0.52| 0.65| 0.78| 0.95
whereQ(I, J) is a quality metric using the original imade 0.06/ 0.12| 021 0.31) 0.44] 059 0.75/ 0.93 1.12 1.12
and the transcoded image Ideally, the resulting transcoding 0.10] 0.24] 0.47|NNOIN7|NIFTRIEJF1RELE | IWED) SPREe IPACE
quality would be assessed from the transcoded image alone, TABLE |
however, it may be more convenient to use a measure %)f v
distortion between the original and the transcoded images. "E SUBARRAY Vg5 g7,z OPTIMIZED FROM THE IMAGE TRAINING
SET DESCRIBED IN[6] SHADING CORRESPONDS TO THE EXAMPLES IN
[1l. PREDICTING FEASIBLE TRANSCODINGS SECTIONVII.
In previous work, we presented methods to estimate the
compressed file size of a JPEG image subject to a scaling .
and a modification of its QF [6]. One form for this predictor Terminal Constraints S), WD), HD)
is the following: S, QF W)W, H(Y) ¢ v .., %y
R Quality |, Qualit
N > y-aware
S(I,QFoutaZ) - S(I) Af@?‘ QF o3 Image | P> ar;niizgle parameter  |<&
o ou Feature prediction selection Transcoded
where S(I,QF,ut, 2) is the predicted compressed file size Exvacton | | | P | ar| OF; D
of the transcoded image obtained by applying quality factc 4 ¥y J Ouality
QF,,: and scaling parameter to the imagel. The array Decompression Compression J metric
M, computed off-line, is indexed by theguantizedoriginal Original ) Stz (&) (©OFp 17
quality factorQF;,, (QF;, is to be understood a@F (1), the ~ "™**" | | Transcoding operation Decompression
original QF ofI), QF,.;, andz. We will be using the tilde and Scaling (zg)
(~) to denote quantized values. Suitable quantization allow pr——
the array to be searched efficiently while preventing cante: and Scaling (zy) Asseg::g;yt

dilution [6]. After deciding on appropriate quantizatia@vels
QF i, QF 5y, and z, the entry M. QF, OF,.,z - Is given by:

1 ~
Mg, Gz =1Tar, | 2o S(J’ QF pui2) (2)
JE€TGr,,

Fig. 1. Proposed quality-aware image transcoding system.

to similar size predictions. For instanc@Fout =90 and
whereT — F.o(1 is the subset of all images in the training > = 50% give a prediction of 0.44, which is the same as that
setT (a large corpus of representative images gathered in [)r QF,.; = 60 andz = 80%. The best quality transcodings
such thaQ F;,,(J) quantizes t@) F,,,, and whergx| denotes necessarily lie at the boundary of the grayed area, sincerlow
the cardinality of set. The functions(J, QF,., z) is defined QFs in a column or lower scaling in a row can only further

as reduce quality. In addition, we may have to reject some
S(J,QF s, 2) = S(T(J,QFou,2)) solutions because they exceed the maximum resolution of
et out S(J) the receiving terminal.
that is, the relative size between the transcoded image V. PROPOSEDQUALITY-AWARE TRANSCODING SYSTEM
to which both the quality factor)F;,, and scalingz are  |f many QF and scaling combinations lead to similar
applied, and the original imageé. file sizes, then we need to select the combination that
maximizes the user experience. This requires that we define

Therefore, according to this schemélsz 57 - IS the quality metricQ(,.J) to solve eq. (1). Many choices
the relative size prediction (output versus mputﬁ for there possible, as it has been shown that JND, SSIM (MS),
various values OQFW QFout, andz. An example of such |FC, and VIF all perform much better than the widely used
a sub-arrayMg; 57 -, thus obtained is shown in Table I. PSNR, the best performer being VIF [8]. For convenience
We present an example wnz@F = 80, because it is the and without loss of generality, we will use the Structural
most useful, as the majority of | images found on the WeBIMilarity (SSIM) index proposed by Wangt al. [9].
have been compressed usingld’ close to 80. Note that Since the original image and the transcoded imagé
the quantization scheme is not fixed by this algorithm, anchay differ in resolution after adaptation, we will need to
we selected a simple quantization so that the matrix is afcale them to a common resolution before estimating the
dimension10 x 10 (using QF ,.; € {10,20,...,100} and quality of the resulting image. We propose to scale both to a
z € {10%,20%, . ..,100%}) for illustration purposes only. specific resolution based on the viewing conditions—largely
determined by the devic®—of the transcoded image.
Taking the examples in section VII, a portion of Table | is
grayed, indicating that the solutions amenfeasible either Let us now propose a novel quality-aware transcoding
because a relative file size is larger than 0.25 (light or dakystem, as shown in Fig. 1. The system is composed of
gray) or larger than 0.50 (dark gray). Examining Table Iseveral modules. Aquality-aware parameter selection
we note that various combinations 6JF,,; and z lead module provides estimates of optimal target parameters



zr = 2*(I,D) andQFr = él\T’gut(I, D) for thetranscoding If the image is to be optimized for viewing on the terminal
operationmodule based on informatiorb (and Q) provided only, then we propose that the viewing condition scalifg

by the file size and quality predictiormodule , terminal be set to the maximum resolution supported by the terminal,
constraints, the original image's features (obtained fromvhich may exceed its screen resolution.

the image feature extractionmodule), and the actal , pgpepcTiNG THE QUALITY OF TRANSCODED IMAGES
transcoded image. The latter is required in case the i o , i i
predictors do not perform well and the file size of the As with the file size predictor presented in section Ill, we
transcoded image. exceeds the constraints. In that cad@uld like to have a quality predictor which can be used in
the quality-aware parameter selectiomodule will select "€ proposed quality-aware transcoding system. Therefore

a new set of parameters until a valid transcoding is achievedfing @ similar approach to the one described in [6] for file
size prediction, we derive a quality predictor.

The quality of the transcoded image may be measured in
an optionalquality assessmennodule to validate that the . e
solution’s quality is indeed satisfactory. Scaling opiers foII?yvm? application of ahnethFi. S QFour < 100 and
may be used, in the quality assessment module, to scél%al'.n% faCthO <z<1lwhent Ewewmg parametef;, Is
both the original and the transcoded image to a commdtPP!ied for image comparison. Let
resolution to apply the quality metric, in our case the SSIM. Q... (I, QFuu, 2) =

SSIM (R(I,Zv),R(T(I7QFoutyz)’Zjv)) (3)

We want to obtain the quality of the transcoded picture

The quality-aware parameter selection module will select

the best parameters for the terminal constraints: be the viewing condition aware quality function, where
* % _ roq R(J,u) is an operator which decompressésand scales it
(QF"M(I’ D), = (I’D)) (QFirg)@?é’D)SSIM(I ) using scaling factow, QF,,; is the desired output QF, is

the desired scaling factor, an§iSTM (I,.J) compares the
whereI’ and.J’ are the original and transcoded images, bottwo images scaled at a common resolution.
scaled using factorsy and zr respectively. According to
Fig. 1, for the image resolutions to be equal, we must have: As the function@., is expensive to compute for all
combinations ofQ F,,; and z, it should rather beredicted
RV = ZT 2R from a precomputed array of possible parameter sets. Let
his be precomputed into an arraySIM, the indices
f which are the quantized viewing condition zy,, the
riginal QF @F,,), the transcoded QF(XF,.:), and
e scaling factorz. In our experiments, we used the
quantized valueg(10,20,...,100} for QF,, and QF
., 1.0} for zZ and zy.

wherezy < 1, since we never want to increase the origina‘
image’s resolution when comparing quality, and wher&
zr < 1 to meet the terminal constraints. We consider thre
cases of interest:

out
Casel: zy = 1. We compare the images at the resolutiorﬁind {0.1,02,..

of the original image wither = 1/27. According to_this scheme, the quality prediction for

atquantized input) F',,,, quantized desired outp@F and
Iquantized scalings and zy is given hy:

out?

Case2: zr < zy < 1. We compare the images
a resolution between that of the original
image and that of the transcoded image, with SSIM; &% &p .=

ZR = Zv/ZT > 1. B — _
Tar, | Y @ (1QF,.2) @
Case3: zy = 20 < 1. We compare the images at the JE€Tar, o)

rescilultion of the transcoded image, therefor@vhereTAﬁ . is defined as previously ar@:, is given by
CRE eq. (3). Aé&ordingly,SSIMiV@vE denotes a slice of that

n

The viewing conditions, controlled by parameter, &/Tay, @ matrix, with indiceg)F',,, and z. The predictor
(21 < zv < 1), play a major role in the user’s appreciation@=v for (3) now becomes:
of the transcoded results. If the image might be transfeired 0) ([ QF,ut Z) — SSIM. — — (5)
another, more capable device later (e.g. a PC), the resoluti VAo 2V QF i, QF ot
of the original image must be consideredage }. Case 2 Tables 1l and 1l show the distribution of the average
applies when the image is viewed at a resolution betwedsSIM values SSIM _ &z &7 ., for QFi, = 80,
that of the transcoded image and that of the original imagepmputed forCases 1and 2 over the large image database
for example, the maximum resolution (which may beassembled in [6]. Table Ill shows average SSIM values for
accessible only through pan and zoom) is supported by ti@gase 2 where the viewing condition scaling corresponds to
device. Case 3applies to the case where the image willa maximum zoom of 40% of the size of the original picture
only be viewed on the terminal. However, @ase 3 one (zy = 40%). The values obtained in Tables Il and Il are
must provide for instances where the transcoded image gsite reliable. Indeed, their standard deviations, preskn
of degenerate size. Unless thumbnailing is desifeake 3 in Tables IV and V, are quite low. Therefore, any element
cannot completely account for image quality in the casef these SSIM tables derived for various can be used
where the transcoded image is very small, and so is to beliably as quality estimator® in the proposed transcoding
avoided. system.



Scaling, z, %
QF .. 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100
10 0.12[ 0.20] 0.27| 0.33] 0.38 0.42] 0.46 0.49] 0.52] 0.55
20 0.14| 0.24| 0.33| 0.40| 0.47| 0.52| 0.56| 0.59| 0.63| 0.66
30 0.15| 0.27| 0.36| 0.44| 0.51| 0.56| 0.61 0.65| 0.68| 0.73
40 0.16| 0.28| 0.38| 0.47| 0.54| 0.59| 0.64, 0.68| 0.71| 0.77
50 0.17| 0.29| 0.40| 0.49| 0.56| 0.62| 0.67| 0.71 0.74| 0.79
60 0.17| 0.31] 0.42| 0.51] 0.59| 0.64| 0.69 0.74| 0.77| 0.86
70 0.18) 0.32| 0.43| 0.53| 0.60| 0.66| 0.71) 0.76| 0.79| 0.93
80 0.19| 0.34| 0.46| 0.56| 0.64| 0.71] 0.76, 0.80| 0.83] 1.00
90 0.21] 0.37| 0.50, 0.61] 0.70] 0.76| 0.81 0.85 0.87| 0.99
100 0.23| 0.42| 0.57| 0.69] 0.78] 0.83] 0.88 0.91] 0.93 0.99
TABLE Il

THE SUBARRAY SSIM~ §0.0F, ..z COMPUTED ForRCase 1(zy = 1)
out
USING THE IMAGE TRAINING SET FROM[6]. SHADING CORRESPONDS TO

THE EXAMPLES IN SECTIONVII.

Scaling, z, %
QF ., 10 20 30 40 50 60 70 80 90 100
10 0.25] 0.43] 0.55] 0.62] 0.69] 0.73| 0.76] 0.79] 0.80] 0.82
20 0.30| 0.51] 0.65 0.73| 0.79| 0.82| 0.85 0.87| 0.88| 0.89
30 0.33| 0.56| 0.69| 0.77| 0.83| 0.86| 0.89/ 0.90| 0.91| 0.92
40 0.35/ 0.58| 0.72| 0.80| 0.85/ 0.88| 0.90 0.92| 0.92| 0.94
50 0.36| 0.61] 0.74| 0.82| 0.87| 0.90] 0.92| 0.93 0.94, 0.95
60 0.38| 0.63| 0.76| 0.84] 0.89] 0.92] 0.93| 0.94/ 0.95 0.96
70 0.39| 0.65 0.78| 0.86| 0.90| 0.93| 0.94| 0.95 0.95| 0.97
80 0.42| 0.68| 0.81| 0.89| 0.93| 0.95/ 0.96/ 0.96/ 0.97| 1.00
90 0.45/ 0.72| 0.85/ 0.92| 0.95 0.96| 0.97 0.97| 0.98/ 0.99
100 0.49] 0.78| 0.91) 0.97| 0.98/ 0.98| 0.99 0.99 0.98 1.00
TABLE 1l

THE SUBARRAY SSIM~ 80,QF 1.7 COMPUTED FORCase 2(WITH
zy = 40%) USING THE TRAINING SET FROM[6]. SHADING

CORRESPONDS TO THE EXAMPLES IN SECTION/II.

Scaling, z, %
QF,,, | 10| 20| 30| 40| 50| 60| 70 | 80 [ 90 | 100
10 58| 6.8 81| 91| 10.1 108 115 12.1 125 13.2
20 60| 72| 84| 93| 99| 104 10.§ 11.1 11.2 11.5
30 6.2| 75| 87| 95| 99| 10.14 10.3 104 104 10.4
40 6.3| 7.7| 89| 9.6| 100 10.1] 10.7 10.1 10.0 9.9
50 64| 79| 90| 96| 98| 97| 96| 93| 9.1| 95
60 6.6| 82| 93| 97| 97| 95| 9.2| 88| 85| 5.2
70 6.8| 85| 96| 100 98| 96| 9.1| 86| 83| 5.1
80 72| 89| 99| 100 94| 89| 81| 74| 69| 09
90 76| 9.6| 104 1014 9.1| 82| 72| 64| 59| 1.2
100 84| 104 109 100 86| 72| 6.1| 51| 44| 0.8
TABLE IV

THE STANDARD DEVIATION (X 100) OF SUBARRAY

SSIM 7 80,QF 07 COMPUTED FORCase 1(zy = 1) USING THE
IMAGE TRAINING SET FROM[6].
Scaling,z, %
QF,,. | 10| 20| 30| 40| 50| 60| 70 | 80 | 90 | 100
10 741 93| 11.0 12.q 125 124 124 125 123 121
20 77| 89| 98| 10.3 10.3 10.1 98| 95| 9.1| 88
30 79| 88| 92| 93| 91| 87| 83| 79| 76| 7.2
40 81| 89| 92| 91| 88| 85| 81| 76| 74| 6.8
50 82| 87| 86| 82| 76| 72| 68| 6.2| 6.0| 56
60 84| 86| 82| 77| 70| 65| 59| 54| 51| 3.6
70 86| 88| 85| 78| 71| 67| 62| 58| 56| 43
80 89| 84| 75| 64| 53| 48| 41| 3.7| 33| 03
90 94| 81| 67| 53| 40| 35| 3.1| 28| 25| 06
100 99| 72| 45| 29| 19| 20| 17| 17| 15| 04
TABLE V

THE STANDARD DEVIATION (X 100) OF SUBARRAY
> COMPUTED FORCase 2(WITH zy = 40%) USING
THE TRAINING SET FROM[6].

SSIM — & 57,

VI. THE TRANSCODING PROCESS

In the proposed quality-aware transcoding system
illustrated in Fig. 1, the parameter selection process @voul
be as follows: the quality-aware parameter selection nedul
selects, from all the predicted feasible transcodings, the
one providing the best predicted quality for the metric in
use. Feasible solutions are predicted based on terminal
constraints such as the display resolution and predicted fil
size from Table I. Quality could be estimated from Table Il
(for zyy = 100%) or Table Il (for zyy = 40%) (given that
QF(I) = 80), or from another pre-computed table derived
from the actualQF(I) and viewing condition scalingy
. After the optimal parameters have been estimated, they
are used to perform an actual transcoding. The transcoded
image is then validated. If its file size is satisfactory hiee
transcoded image is returned. Otherwise, another traimggod
operation is performed with a smaller transcoded file size
target.

Alternatively, the file size prediction may be used to
identify the (QF,.:,z) pairs lying around the boundary
(on both sides of the boundary) of feasible solutions, and
evaluating, for each, the actual quality of the actually
transcoded image. The transcoded image with the highest
quality (while meeting the terminal’s constraints) would
then be returned as the system'’s output. This second option
involves more computation, but ensures that the best dessib
parameters for a given image are selected.

VIlI. TRANSCODING EXAMPLES

Let us consider a first example inspired from the
MMS application. LetD be a device with the remaining
message length (excluding headers and message structure)
of S(D) = 11000 bytes, with a maximum resolution of
W(D) = 1024, H(D) =768, and an image to be sent,
Lena, with §(I) = 43266, W(I) = 512, H(I) = 512 and
QF(I) =80. The maximum acceptable scaling factor is
z = 100% since bothW (D) > W(I) and H(D) > H(I).

The maximum relative file size i$15C% ~ 0.25.

Using Table |, we determine which parameters are part
of the feasible setF(I,D). In Table I, the nonfeasible
solutions—those with a relative size larger thags—are
shaded in light or dark gray. Consideri@ase 1 where the
transcoded image is scaled up to be compared to the original
image, and using Table Il , we find that the parameters that
maximize the SSIM quality metric ar@F_,, = 50 and
z = 60%, yielding a predicted SSIM score of 0.62 (see the
bold value in the table of optimal solutions for the various
examples presented here). Now, looking at Tables VI and
VII, which provide the true file sizes and SSIM values
for Lena (obtained by performing actual transcodings on
Lena), we find that the parameters that maximize the SSIM
quality metric areQF,,; = 70 and z = 50%, yielding
an SSIM score of 0.61. The solutioQF,,;, = 50 and
z = 60% is a close second, yielding an SSIM score of
0.60. Therefore, the solution obtained using the predictor
and the predicted quality are quite good. Using the PSNR
as the quality metric (now using Table 1X), we obtain a
very different solution:QF,,; = 10 and z = 100%, for a
PSNR 0f26.2 dB. Figure 2 shows the visual results of each
solution. The PSNR solution in Figure 2(c) has the highest



Scaling, z, % Scaling, z, %

QF,,, [10 [ 20 | 30 [ 40 | 50 | 60 [ 70 | 80 | 90 [ 100 QF,,, [10 [ 20 [ 30 [ 40 | 50 | 60 [ 70 | 80 | 90 [ 100
10 0.01] 0.02] 0.03] 0.05] 0.07] 0.09] 0.11] 0.13] 0.15] 0.18 10 0.28] 0.44| 0.53] 0.59] 0.64] 0.68] 0.71] 0.73] 0.75] 0.76
20 0.01] 0.03| 0.05/ 0.07| 0.10[ 0.14| 0.17| 0.21] 0.25] 0.29 20 0.33| 0.53| 0.63| 0.69| 0.76| 0.80| 0.82] 0.84| 0.85| 0.85
30 0.02| 0.04| 0.07| 0.10[ 0.13| 0.18| 0.23 0.28 0.33] 0.39 30 0.37| 0.58| 0.69| 0.75| 0.81| 0.84| 0.86| 0.88| 0.89| 0.90
40 0.02| 0.04| 0.08] 0.12| 0.16| 0.22| 0.27, 0.33] 0.40| 0.48 40 0.40| 0.61] 0.72| 0.78| 0.84| 0.87 0.89] 0.91] 0.92| 0.93
50 0.02| 0.05/ 0.09| 0.13| 0.18| 0.25/ 0.31 0.39| 0.46| 0.51 50 0.43| 0.63| 0.74/ 0.81 0.86| 0.89| 0.91| 0.93| 0.93] 0.93
60 0.02| 0.05/ 0.10| 0.15| 0.21| 0.28| 0.36 0.44| 0.54| 0.73 60 0.45/ 0.65| 0.77| 0.83| 0.88| 0.91| 0.92 0.94 0.95/ 0.96
70 0.03| 0.06| 0.11| 0.18| 0.25] 0.34| 0.43| 0.53| 0.65| 0.89 70 0.47| 0.68| 0.80| 0.86| 0.90| 0.93| 0.94| 0.95 0.96/ 0.98
80 0.03| 0.08| 0.14| 0.22| 0.31] 0.42| 0.54| 0.68 0.82] 1.00 80 0.49| 0.71] 0.83| 0.88| 0.92| 0.95 0.96/ 0.97| 0.97| 1.00
90 0.04| 0.11] 0.20| 0.31] 0.44] 0.62| 0.79| 0.99 1.20, 1.18 90 0.54| 0.77| 0.87| 0.92| 0.95 0.97 0.98| 0.98| 0.98| 0.99
100 0.08| 0.24| 0.47| 0.79] 1.15] 1.63| 2.10| 2.63 3.23 2.48 100 0.58| 0.83| 0.94] 0.98| 0.99| 0.99 0.99] 0.99| 0.99| 1.00
TABLE VI TABLE VIII
RELATIVE FILE SIZES FORLENA, QFj,, = 80. SSIMFORLENA, QF;,, = 80, zy = 40%.
Scaling, z, % - Scaling, z, %
QF_.; 10 20 30 40 50 60 70 80 90 100 QF .+ 10 20 30 40 50 60 70 80 90 100
10 0.14] 0.23] 0.28] 0.33] 0.37] 0.39] 0.42] 0.43] 0.45] 0.46 10 17.3] 19.3] 20.6] 21.6] 22.1] 23.0] 23.5] 24.0] 24.4] 26.2
20 0.16| 0.27| 0.34| 0.40| 0.46| 0.49| 0.52| 0.55| 0.57| 0.58 20 17.8| 20.1| 21.6| 22.7| 23.2| 24.4| 25.1] 25.8| 26.4| 28.7
30 0.18| 0.30| 0.38| 0.45 0.50| 0.54| 0.58 0.61] 0.63| 0.66 30 18.0| 20.4| 22.0| 23.2| 23.7| 25.1] 25.9] 26.7| 27.4] 30.2
40 0.20| 0.32| 0.41] 0.48| 0.53| 0.58| 0.61 0.65| 0.67| 0.71 40 18.1| 20.6| 22.2| 23.5| 23.9| 25.5 26.3] 27.3] 28.1] 31.9
50 0.21] 0.34| 0.43| 0.51| 0.56| 0.60| 0.64, 0.68 0.71] 0.72 50 18.2| 20.7| 22.4) 23.7| 24.1) 25.7| 26.7| 27.7| 28.6| 32.5
60 0.23| 0.35/ 0.45| 0.53| 0.58| 0.63| 0.67 0.71| 0.74| 0.84 60 18.4| 20.8| 22.6| 23.9| 24.2| 26.0, 27.0 28.1 29.1] 33.0
70 0.23| 0.37| 0.48| 0.56| 0.61] 0.66| 0.71] 0.75| 0.78| 0.93 70 18.4| 21.0| 22.7| 24.1| 24.4/ 26.3 27.3] 28.6| 29.7| 37.3
80 0.24/ 0.39| 0.51| 0.59| 0.65/ 0.71| 0.75 0.80| 0.83| 1.00 80 18.4) 21.1| 22.9| 24.4| 24.6| 26.6] 27.8] 29.3| 30.6| 54.9
90 0.27| 0.44| 0.55| 0.65 0.71| 0.78| 0.82 0.86| 0.89| 0.98 90 18.6| 21.3| 23.2| 24.7| 24.9] 27.1 28.3] 30.1 31.6/ 48.0
100 0.29| 0.49| 0.64| 0.76| 0.84| 0.89| 0.92 0.94| 0.96| 0.99 100 18.7| 21.5| 23.4) 25.0| 25.1] 27.5| 28.8 30.7| 32.2| 51.4
TABLE VII TABLE IX
SSIMFORLENA, QF;, = 80, zy = 100%. THE SUBARRAY PSNRZT/ 80,0F 0. COMPUTED FORCase 1(WITH

zy = 1) USING THE IMAGE TRAINING SET FROM[6]. SHADING
CORRESPONDS TO THE EXAMPLES IN SECTIONII.

resolution but the smallest QF, and exhibits an excessive Scaling, 2, %
number of blocking artifacts. The solution in Figure 2(d) QF,,, [ 10 [ 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100
i i i ith 10 20.0] 22.6| 24.4] 25.8] 27.4] 28.6] 29.7] 30.6] 31.3] 31.9
has a very IOW I'ESO|UII.0n bUt the hlghESt QF’ and IS qUItBZO 20.9| 23.9| 26.1] 28.0| 30.0| 31.7| 33.0] 34.1] 34.9 35.7
blurry. The SSIM solution in Figure 2(b) seems to be the 3o 21.4| 245 27.1| 2933 316 33.4| 349 36.1 37.0 37.9
i 1 21.7) 25.0| 27.7| 30.2| 32.6| 34.6) 36.2| 37.5| 38.4 39.7
best_comprom|se and appears to provide the best percethég Sal 523 saa 300l 332 aee 305l 382l 392 a0+
quality. 60 22.1| 256 28.6| 31.7| 34.3 36.4| 38.1 39.4| 40.4 41.2
70 22.4| 26.0| 29.2| 32.8| 35.4| 37.6| 39.3 40.7] 41.7| 445
. ) ) . .| 80 22.7| 26.5| 30.0 34.3| 36.9 39.2| 40.9 42.3| 43.4 585
Now consider a maximum relative size of 0.50 with| 90 23.0 27.1) 31.0] 37.1 39.2| 41.7| 43.4| 448 458 51.9
the other constraints the same as previously. Then, we!® 233 27.6] 32.1] 438 435| 46.5 482 49.3 504| 54.7

find, using Table | and Table Il (where the nonfeasible TABLE X
solutions are shaded with dark gray), that the parameter; PENR o o oRCase 2

that maximize the SSIM quality metric a@F,,, = 40 HE SUBARRAY 5 80,QF,,,,; COMPUTED FORCase AWiTH

and 2 = 100%, yielding a predicted SSIM score of 0.77. 2v = 40%) USING THE TRAINING SET FROM[6]. SHADING

Now, looking at Tables VI and VII, we find that many CORRESPONDS TO THE EXAMPLES IN SECTIONI.
combinations of parameters maximize the SSIM quality

metric for Lena (any set of values on the diagonal from

(QF,ut = 90, z = 50%) to (QF,u: = 40, z = 100%)); all _ _ _
of them yielding an SSIM score of 0.71. Therefore, ouff We are using the PSNR instead (and Table X), we obtain
predicted solution is among the optimal solutions, alttiougth® same solution, for a PSNR 84.3 dB.

our predicted SSIM is not as good as expected. Using the

PSNR as the quality metric, we obtain the same solution: Finally, considering that a maximum relative file size of
QF . = 40 and z = 100%, for a PSNR of31.9 dB. 0.50 with the other device constraints the same as preyiousl

we find that the parameters that maximize the SSIM quality

Let ider t les, but ith etric areQF,,, = 90 and z = 40%, yielding a predicted
devﬁ:eu].% ;euccohnstlh:trH\(Nl% eiarggoesanduwrg%v;/ V! 24ao NSsIM score of 0.92. Now, looking at Tables VI and VIII, we

leading to a maximum allowable scalingof 40% (since find very same solution and predicted quality value. Using

Z min(329 240\ . 4797Y The viewi iti the PSNR as the quality metric, we again obtain the same
Zmaz = min( ) = 4T%) e viewing conditions, solution for a PSNR 087.1 dB.

determined b5>}2th(5—:}%ievice, suggest comparisonat 40%.

Let us first consider the case where the maximum relative
file size is0.25. Using the SSIM computed for a viewing
condition of zyy = 40%, as shown in Table Ill, we find  Using the PSNR as the quality metric, we observe that the
that QF,,; = 80 and z = 40% for an SSIM of 0.89. Now, system favors solutions with the highest allowed resofytio
looking at Tables VI and VIII for Lena, we find the sameregardless of the QF (a trend we have observed over many

solution, QF,,; = 80 and z = 40%, yields an SSIM score examples and viewing conditions beyond those presented
of 0.88, which is very close to the predicted value of 0.8%here). By contrast, using the SSIM as the quality metric, the

VIIl. DIsScuUssION



zy was set to the maximum resolution supported by the
terminal, which may exceed its screen resolution—possibly
being accessible to the user through a pan/zoom function.
Alternatively, we may want to sef; to the device’s screen
size. Interestingly, we observe that, for such case, the
resolution of the optimal solution may be higher than.

For instance, looking at Table Ill, we observe that, for a
@ (b) maximum relative s_ize of eith_er 0.25 or 0.50 (to use the
same examples as in the previous section), we obtain better
quality by transcoding with: = 50% than with z = 40%.

This shows that it makes sense for an MMS mobile terminal
to support higher resolution than its screen resolution for
image storage in order to optimize quality, even if the
images are only to be viewed on the device. Of course, the
original reason why MMS mobile terminals support higher
resolutions has more to do with the benefit of being able to
zoom and pan with images and to display them on a more
(©) (d) capable device such as a PC.

. . , . IX. CONCLUSIONS
Fig. 2. Transcoded Lena (details) showing feasible salstio the problem . . . .
of a maximum relative file size of 0.25 with,-=100%: (a) original image; In this paper, we analyzed the impact of various combina-

(b) optimal solution using the SSIMJF = 50 andz = 60%); (c) optimal  tjons of QF and scaling parameter values on the quality of
solution using the Z%Nﬂgoznlfzai%;o).100%)’ (@) a high-QF low - yranscoded images. Using the SSIM, we showed how quality
varies with@ F,,,; and scaling for various viewing conditions.

) We also proposed a quality-aware transcoding system capabl
system seems to arrive at a better tr_adeoff_ betwgen the |Q§Spredicting the best combination of QF and scaling for
of detail due to scaling and the blocking artifacts intratlic any given metric. Using the PSNR, solutions with maximal
with a low QF. Indeed, it tends to select a solution withyjiowed resolution are typically selected without consiaig
smaller resolution as the maximum permissible relativehe QF. However, in general, using the SSIM metric, the
file size becomes smaller, thereby avoiding solutions witGystems tend to select parameters that balance output QF
high resolution at the expense of an unacceptably smafhg scaling better than the PSNR. So, as the target file size
QF. We observed this behavior in the examples in thgecomes smaller the optimal resolution tends to be smaller t
previous section, especially that in Figure 2. For instancg)iow the selection of a reasonable quality factor and bette
the optimal solution for a maximum relative file size ofpyerall quality. This confirms our initial hypothesis, whic
0.25 wasQF',,, = 50 and z = 60% (not the poorer quality s that the best strategy for maximizing the user experience
QF,,; =10 and z = 100%), while for a maximum relative may well be to scale down the picture and compress it with a
file size of 0.50, it wag)F',,, = 40 andz = 100%, yielding  higher QF, rather than simply re-compressing it with a lower
a solution with maximal resolution. QF. We have also shown how this can be performed.
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